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## Solution

Greedy: start somewhere, assign a new number to an edge if possible, otherwise reuse one, and then recurse.
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- First of all, $\mathcal{O}(N!)$ is too slow $\left(14!=87 \cdot 10^{9}\right)$.
- Take 0 as starting point and loop over middle point: $\mathcal{O}(N)$.
- Partition remaining points into 1 st and 2 nd half: $\mathcal{O}\left(2^{N}\right)$.
- Calculate possible lengths of half-cycles: $\mathcal{O}((N / 2)$ !).
- For every half-cycle length $K$, check whether $L-K$ exists in $\mathcal{O}(1)$ with hashset or so.

Statistics: 79 submissions, 7 accepted
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(1) Find a point where we make a right-turn, shortcut if possible
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- With outer boundary: when shortcutting, can't go straight, need to wrap around the outer boundary
- Convex hull computation

Can also use Dijkstra, need to be careful to make a full lap around the inner polygon.
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Statistics: 12 submissions, ? accepted


## Random numbers produced by the jury

1087 number of posts made in the jury's forum.
671 commits made to the problem set repository.
380 number of lines of code used in total by the shortest judge solutions to solve the entire problem set.
16.7 average number of jury solutions per problem (including incorrect ones)

1 number of beers Jan lost to Per over bets on the problems
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